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Definition

Pi=mxi+b

.

As in standard deviation, an overall measure of the discrepancy
between observed points from the line of regression is given by:

2 2 Ay B R
E=Xed =X i-y) =3 (vi-mxi-b)
i-1 i=1 iz1




